GazeCode: open-source software for manual mapping of mobile eye-tracking data
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ABSTRACT

Purpose: Eye movements recorded with mobile eye trackers generally have to be mapped to the visual stimulus manually. Manufacturer software usually has sub-optimal user interfaces. Here, we compare our in-house developed open-source alternative to the manufacturer software, called GazeCode.

Method: 330 seconds of eye movements were recorded with the Tobii Pro Glasses 2. Eight coders subsequently categorized fixations using both Tobii Pro Lab and GazeCode.

Results: Average manual mapping speed was more than two times faster when using GazeCode (0.649 events/s) compared with Tobii Pro Lab (0.292 events/s). Inter-rater reliability (Cohen’s Kappa) was similar and satisfactory; 0.886 for Tobii Pro Lab and 0.871 for GazeCode.

Conclusion: GazeCode is a faster alternative to Tobii Pro Lab for mapping eye movements to the visual stimulus. Moreover, it accepts eye-tracking data from manufacturers SMI, Positive Science, Tobii, and Pupil Labs.
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1 INTRODUCTION

The use of, and commercial availability of, mobile eye-trackers in research has grown in recent years. Mobile eye-trackers typically consist of a head-mounted system that contains two cameras; one camera is used to film the eye (eye-camera) while a second camera (scene-camera) films the world. As such, these devices allow for recording of a person’s point of regard (POR) in daily life activities [Land and Hayhoe 2001; Land et al. 1999], shopping behavior in supermarkets [Brône et al. 2011], navigation using maps [Kiefer et al. 2014], viewing behavior of infants while crawling [Franchak et al. 2011] and in clinical and medical settings [Dik et al. 2016; Marx et al. 2012].

In most remote and tower eye-tracker measurements the POR is expressed in coordinates of the screen on which a visual stimulus is presented. This allows researchers to couple the POR to known object coordinates on the screen. In mobile eye-tracking measurements, mapping of the POR to the visual stimulus is more difficult [Brône et al. 2011]: The video of the scene-camera is dynamic, as it moves along with the head movements of the person wearing it. World-fixed objects change position in the scene camera image when the head rotates. As long as the relation between the head and the world is unknown, mapping gaze from a head mounted eye tracker is a difficult process that is often carried out manually.

One of the first examples of mapping the POR to meaningful locations in the world was provided by Land et al. [1999] with a recording of making a cup of tea. The resulting 4-minute video of the scene camera with the POR overlaid, was analyzed frame by frame. This required manual classification of about 36000 frames of video material, which is very time-consuming. Instead of analyzing mobile eye-tracking recordings frame by frame, this analysis can be sped up finding periods in the recording when gaze is fixed to world. These periods may occur in the eye-tracking data when the observer looks at an object and: (a) both observer and the object do not move with respect to each other, (b) the observer moves while the object does not, (c) the object moves, while the observer does not, or (d) observer and object both move. In all these examples, the resulting eye-tracker signal is a slow (or no) position change in coordinates of the scene-camera image. This is opposed to a fast position change due to a saccadic eye movement. We refer to these slow position changes in the eye-tracker data as “slow phases” in the remainder of this paper. To be able to classify these slow phases, different algorithms can be used [Hooge and Camps 2013; Salvucci and Goldberg 2000]. After classification these slow phases instead of individual POR video frames can be mapped to locations in the world.

For the remainder of this paper we will refer to manual mapping, by which we mean the mapping of the slow phases unto the visual stimulus by a manual coder assigning to it a pre-defined category.
(e.g. a person, a ball, a cup of tea, etc.). Some researchers and companies have been able to automate or semi-automate this mapping. Here we first describe the limitations of (semi-)automatic methods of mapping slow phases unto the visual stimulus. We then discuss the currently available software for manual mapping, how it can be improved, and present and compare our own software, GazeCode, as an alternative.

1.1 Limitations of software for (semi)-automatic mapping of slow phases to the scene video
As mentioned above, mapping of slow phases unto the visual stimulus can be (semi-)automated with different techniques. Object recognition algorithms [Felzenszwalb et al. 2010; Lowe 2004] can automatically map slow phases to objects in the scene video. Adding physical markers in the world [Brône et al. 2011; Munn and Pelz 2008; Munn et al. 2008] (e.g. infrared or fiduciary markers such as used with Tobii Glasses Generation 1 or Pupil-Labs respectively) can be used to automatically define areas of interest (AOIs) and determine whether slow phases fall in these AOIs. In a semi-automatic method, AOIs are manually defined in relevant frames of the scene video, automatically interpolated for the whole scene-video and then processed similarly as in method with markers.

Although promising developments have been made in (semi-)automatic mapping methods, these methods are not without flaws [Brône et al. 2011]. Most notably, these methods only work well for manual mapping of objects that are not displaced during recordings (e.g. a stationary product on a shelf or a poster on a wall). As a result, most data acquired in mobile eye-tracking experiments are still manually mapped to the world.

1.2 Current software for manual mapping of slow phases
Currently available software packages for the purpose of manual mapping seem suboptimal because of the user interface. Good interfaces should take into account the cognitive and perceptual limitations of human coders. Nielsen [1994], for example, suggests a couple of principles that one could consider when developing an interface. As an example, we have inspected Tobii Pro Lab, which was readily available to the authors, on these principles. This software has an Analyse mode that allows browsing through fixations and adding custom codes to these events (see Figure 1). In this Analyse mode we note that there is: (1) poor visibility of system status (i.e. interface with white letters on black background, random color-coding of event codes, small list of coded events), (2) no match between system and world (limited amount of keyboard buttons for event coding available), (3) poor error prevention (e.g. double event codes are possible) and poor correction methods, and (4) no minimalist design principle (a lot of irrelevant information). Moreover, manufacturer software suites are typically only able to handle data from one type of mobile-eye tracking device, namely that of the manufacturer itself.

In this paper we compare manual mapping between Tobii Pro Lab and GazeCode, our open-source software. We will use one mobile eye-tracking recording made with Tobii Pro Glasses 2. We will compare agreement between human codings for both methods. We expect GazeCode to be more efficient than Tobii Pro Lab as should be reflected in a faster coding speed using GazeCode, without being less effective as indicated by inter-rater reliability measures.

2 GAZECODE
GazeCode has been developed as a software suite that can be used in Matlab®. We followed the principles of good interface design (cf. [Nielsen 1994]) when we built the graphical interface. Unlike Tobii Pro Lab, GazeCode was developed to only do one task, namely manual mapping.

In GazeCode there is: (1) clear visibility of system status (see Figure 2; bright orange border around the button for a coded event), (2) a clear match between system and world (buttons are operable by keyboard keys that match the layout of the interface, e.g. numpad keys that matches the 3 by 3 grid of coding buttons), (3) good error prevention and good error correction (events can not be double-coded and codes can be easily reset), and (4) a minimalistic interface design (no superfluous information). Moreover, GazeCode can handle data from both Tobii Pro Glasses 2 and the Pupil-Labs.
eye-tracker. A beta version is in development that handles data from SM1 and Positive Science eye-trackers as well. GazeCode has been tested and operates on both Windows and Apple operating systems (with Matlab 2014a on Mac OSX 10.10.5 and Matlab 2013a on Windows 7 Enterprise, Service Pack 1). GazeCode is freely available online through software repository site GitHub (https://github.com/jsbenjamins/gazecode).

3 METHODS
3.1 Stimulus
To compare manual mapping in both GazeCode and Tobii Pro Lab, a short measurement of 330 seconds was made. Three volunteering students from Utrecht University played the gambling card game Thirty-One. One of the players was equipped with Tobii Pro Glasses 2 sampling at 50 Hz. The scene video of this recording thus had a perspective of the game in which four clear categories of mapping of slow phases are present. The following categories were defined for manual mapping: (1) The cards that were in the player’s own hand (cards in own hand), (2) any of the cards on the table (cards on table), (3), the player to the left of the player (player left), and (4) the player to the right of the player (player right).

3.2 Eye-movement event classifiers and number of events
In both software packages, a slow phase classifier is applied to the eye-tracking data. For this classification of events, GazeCode and Tobii Pro Lab use different algorithms are used in. Tobii Pro lab uses an implementation of the I-VT classifier as described by Salvucci and Goldberg [2000] and Komogortsev et al. [2010]. The eye-movement slow phase classifier used in GazeCode is the same as in Hooge and Camps [2013], which is currently implemented as the standard in GazeCode as this has proven to be a good algorithm for data acquired with eye-tracker that sample at lower frequencies (i.e. 50 Hz with Tobii Pro Glasses 2). However, the algorithm can be replaced to fit a researcher’s choice. Using these eye-movement event classifiers resulted in 792 events to be mapped by the human coders when using Tobii Pro Lab and 560 events when using GazeCode.

3.3 Task
We had human coders manually assign slow phases to the aforementioned categories. The recording was prepared for this task in both Tobii Pro Lab and GazeCode in such a way that a human coder could start mapping the first slow phase immediately after having started a stopwatch. After mapping all slow phases, the human coder was instructed to stop the stopwatch. Human coders were asked to write down their coding time rounded to periods of 30 seconds.

3.4 Participants
Eight human coders participated in this software comparison. Six coders were naive to the purpose of the comparison. Two coders were authors. Coders differed in their experience in analyzing mobile eye-tracking data from no previous experience to multiple years of experience (maximum 4 years). Half of the coders were female and average age was 27.9 years (age range 23 to 37). Manually mapping slow phases in the mobile eye-tracking recording both in Tobii Pro Lab and GazeCode was counterbalanced, such that half of the coders first mapped the recording in Tobii Pro Lab and then in GazeCode and vice versa.

3.5 Analysis
To compare manual mapping of events we compared the set of 560 category codes when using GazeCode and the 792 category codes when using Tobii Pro Lab between all combinations of human coders by using Cohen’s Kappa [Cohen 1960]. This agreement measure can be calculated for individual human coder pairs and can be averaged across all human coders. When Cohen’s Kappa reaches a value of 0.81 or higher for each method, it can be considered to reflect almost perfect agreement [Landis and Koch 1977] and would allow us to claim that both methods are equally effective.

The efficiency of the software will be determined by the time it takes human coders for manual mapping. We examine both the coding time for manual mapping, and the number of events coded per second. The second measure is a better estimator for coding speed. Lastly, we will report qualitative observations from the human coders, which we compare with our own observations as mentioned in section 1.2.

4 RESULTS AND DISCUSSION
4.1 Human coder agreement (effectivity)
Manual mapping agreement, expressed in Cohen’s Kappa, was almost perfect [Landis and Koch 1977] and very similar for both GazeCode and Tobii Pro Lab: For GazeCode, the agreement was on average almost perfect at 0.871 (minimum: 0.80, maximum: 0.96, standard deviation: 0.042). For Tobii Pro Lab this is similar with an average of 0.886 (minimum: 0.82, maximum: 0.97, standard deviation: 0.040). As two of the coders are authors, one may assert that the agreement measures are biased. However, computing Cohen’s Kappa without the authors did not yield substantially different values (0.862 for GazeCode vs. 0.874 for Tobii Pro Lab).

4.2 Manual mapping time and speed (efficiency)
Interestingly, the time needed for the human coders for manual mapping differs dramatically: The average time for manual mapping in GazeCode is 69% shorter compared to the time for manual mapping in Tobii Pro Lab. Human coders took 879 seconds on average (SD: 124 seconds) using GazeCode whereas they took 2880 seconds on average (SD: 674 seconds) using Tobii Pro Lab.

It may be that manual mapping time was longer in Tobii Pro Lab than in GazeCode, as more events were classified in the eye-tracking data in Tobii Pro Lab. To determine the manual mapping speed, we computed the number of events coded per second. When considering this measure, manual mapping in GazeCode was faster than manual mapping in Tobii Pro Lab. The average speed of coding using GazeCode is 0.649 events per second (SD: 0.088) whereas this speed is on average 0.292 (SD: 0.075) events per second when using...
Tobii Pro Lab. Again, computing these measures without the non-naive authors did not yield substantially different values: average time to code without authors is 905 seconds using GazeCode, and 3105 seconds using Tobii Pro Lab. Average manual mapping speed is 0.629 events per second in GazeCode, and 0.265 events per second in Tobii Pro Lab.

4.3 Qualitative observations made by the human coders

Coders reported several problems with feedback and error-proneness of their manual mapping in Tobii Pro Lab. All coders noted a decrease in operating speed of Tobii Pro Lab as they progressed. These observations seem to suggest that using the Tobii Pro Lab interface compared to using GazeCode’s interface is suboptimal.

5 CONCLUSIONS

In this paper we set out to compare in-house developed software, GazeCode, with Tobii Pro Lab for use in manual mapping of slow phases to the scene-video of a mobile eye-tracking measurement. To this end, we had human coders manually map slow phases of a mobile eye-tracking recording acquired with Tobii Pro Glasses. Agreement between human coders was high and similar for both methods with a Cohen’s Kappa of around 0.88. Moreover, manual mapping speed was much higher using GazeCode, which we attribute to the optimization of the interface for this single task. GazeCode is open-source, allowing for implementation of any eye-movement classification algorithm, a variable number of coding categories and variable interface layout options. It currently handles eye-tracking data from four models of mobile eye trackers. To conclude, we have created a fast, free and versatile method for mobile eye-tracking analysis that outperforms manufacturer software.
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